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摘要　区间数排序方法是不确定性决策领域的重要研究内容. 为便于研究者进一步分析和讨论，本文系统总结了目

前发表在各类文献中的区间数排序方法，将众多研究者提供的排序方法梳理成 9类，分析比较了每一类方法的特点、适

用情况，对一些有不足的排序方法通过反例给出了说明. 特别是对目前应用最为广泛的基于可能度的区间数排序方法，

讨论了各种不同的可能度公式，指出了它们各自的特点，分析了可能度公式的性质，证明了一些公式相互等价. 同时从可

能度和保序性 2个角度，分析了基于可能度矩阵的区间数排序方法的不足，并介绍了一种改进的排序方法.

关键词　区间数；区间数排序；可能度；保序性

中图分类号　O159 DOI：10.12202/j.0476-0301.2019155

 

0    引言

区间数是一种描述不确定性信息的有力工具，它最早由 Moore[1−2] 提出，目前已广泛应用于多属性的不确

定性决策、模糊控制等领域 . 在应用区间数描述不确定性信息的决策过程中，除了要解决对区间数进行合成

的问题，还要解决区间数排序的问题 [3−4]. 现有的区间数排序方法大致可以分为如下几类：1）根据某种序关系

对区间数进行排序；2）定义区间数之间的距离或贴近度，然后对一组待排序的区间数引入理想区间数，计算

区间数与理想区间数之间的距离和贴近度，根据计算得到的距离或贴近度完成对区间数的排序；3）利用集对

分析理论的联系数给出区间数的排序方法；4）利用粗糙集理论的上、下近似，给出区间数排序的方法；5）利
用概率分布定义一种排序度量值，根据排序度量值完成对区间数的排序；6）通过引进刻画区间数大小比较的

可能度，根据可能度值的大小对区间数进行排序 .
本文系统梳理了常用的区间数排序方法，详细介绍了每一类排序方法的主要思想，分析了每种方法的特

点和不足，特别是深入讨论了基于可能度矩阵的区间数排序方法，介绍了 11个发表在国内外学术期刊的可

能度公式，证明了其中 6个可能度公式等价 .同时分析了目前应用最为广泛的、基于可能度矩阵的区间数排

序方法的不足，并介绍了一种改进方法 .

1    区间数的定义和运算

a = [a−，a+] a−≥0 a− = a+记实数轴上的区间 ，称 a为区间数 . 若 ，则称 a为正区间数；若 ，则 a退化为普通的

实数 .
a = [a−，a+] b = [b−，b+] λ设 ， 为区间数， 为实数，则有如下运算法则：

a+b = [a−+b−，a++b+]1） ；

a−b = [a−−b+，a+−b−]2） ；

a ·b = [min(a−b−，a−b+，a+b−，a+b+)，max(a−b−，a−b+，a+b−，a+b+)]3） ；
a
b
=

[
min

(
a−

b−
，

a−

b+
，

a+

b−
，

a+

b+

)
，max

(
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b−
，

a−

b+
，

a+

b−
，

a+

b+

)]
，0 < [b−,b+]4） ；

λa = [min(λa−，λa+)，max(λa−，λa+)]5） . 
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2    常用的区间数排序方法

2.1    确定性排序方法     Moore[2] 给出比较 2个区间数大小的方法：

a≥b当且仅当 a−≥b+.

显然，此方法当 2个区间数有交叉重叠时无法进行比较 .
曾文艺等 [5] 利用区间数中点值给出的排序方法：

a≥b当且仅当
a−+a+

2
≥

b−+b+

2
.

显然，这是由区间数的中点值来反映区间数的大小 . 一般而言，此排序方法利用的区间数信息较少，因而

丢失的信息较多，所以，排序结果不太精确 .
a−+a+

2
≤

b−+b+

2
2.2    基于序关系的区间数排序方法     Sengupta等 [6] 先假定 ，然后基于区间数的中点值和区间

数长度定义了一个判定区间数大小关系的可接受度，其计算式为

A(a＜b) =
(b−+b+)− (a−+a+)

l(b)+ l(a)
， （1）

l(a) = a+−a−式中 表示区间数 a的长度 . 基于上述计算结果，可以给出如下比较方法：

A(a＜b) = 0 a≥b 0＜A(a＜b)＜1

A(a＜b) A(a＜b)≥1

若 ，则认为 a<b是不能接受的，即此时应视为 ；若 ，则认为 a<b的可接受度为

；若 ，则认为 a<b绝对成立 .
刘进生等 [7] 定义了一种比较区间数的度量

mθ(a) = (1− θ)a−+ θa+， （2）

θ ∈ [0,1] mθ(a)

θ θ

式中 . 然后根据  值的大小对区间数进行排序，值越大，则对应的区间数越大 . 显然这是一种折衷

考虑区间数端点的排序方法，排序结果也与 的取值有关， 的取值反映了决策者的主观态度 .
mθ(a) = mθ(b)进一步，刘进生等指出：考虑到决策时应尽量减少问题的不确定性，因而当 ，应优先选择区间

长度较短的区间数 . 即此时区间长度较短的区间数优于或大于区间长度较大的区间数 .
赵慧冬等 [8] 对正有界闭区间数定义了一种几何平均排序函数

Gλ(a) = (a−)1−λ(a+)λ， （3）

λ ∈ [0，1]式中 .
a = [a−，a+] b = [b−，b+] λ ∈ [0，1]对任意 2个正区间数 ， ，取定 ，借助上述排序函数，赵慧冬等给出了如下排序

方法：

Gλ(a)≤Gλ(b) a≤b b≥a1）如果 ，则称 a小于等于 b或称 b大于等于 a，记作 或 ；

Gλ(a) =Gλ(b) a = b2）如果 ，则称 a等于 b，记作 .
λ λ这种方法的不足就是排序结果与 的取值有关，针对 2个区间数的比较，当 采用不同的数值时，可能会

得到相反的排序结果，因而是一种不科学的区间数排序方法 .
0≤λ＜0.756 Gλ(a)＜Gλ(b) a＜b 0.756＜λ≤1 Gλ(a)＞Gλ(b)

a＜b λ = 0.756 Gλ(a) =Gλ(b) a = b

例 1    设 a=[1，5]，b=[2，4]，则当 时，有 ，则认为 ； 当 时，有 ，

则认为 ；  当 时，有 ，则认为 .
樊治平等 [9] 考虑决策者对待风险的态度，定义了 2种区间数的排序值，排序值越大，则对应的区间数排序

越靠前 .
仇国芳等 [10] 将可能度公式推广到偏序集上的包含度，给出了区间数比较的包含度方法，同时给出了借助

三角模构造包含度的方法 .
张兴芳等 [11] 对于给定的一组区间数定义了最大区间数和拟最大区间数，并提供了寻找最大区间数和拟

最大区间数的方法 . 最大区间数的最大性是绝对可信的，但拟最大区间数的最大性并不是绝对可信的 . 于是

张兴芳等定义了将拟最大区间数作为最大区间数的可信度，然后根据可信度的大小选择出最大的区间数 . 不
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过，孙海龙等 [12] 指出，在比较 2个区间数时，计算可信度时没有考虑“拟最大”区间数的下界和另一区间数的

上界，丢失了一些有用的信息，因而可能得到不符合人类思维习惯的比较结果 .
2.3    基于粗糙集的区间数排序方法     刘学生等 [13] 通过将区间数 a表示为粗糙集，然后分别定义区间数粗糙

集下近似的下限和上限，以及上近似的下限和上限 .据此，刘学生等给出如下排序方法：

1）基于下近似值的区间数排序法：

（ⅰ）  基于下近似值下限的区间数排序法；

（ⅱ）  基于下近似值上限的区间数排序法 .
2）基于上近似值的区间数排序法：

（ⅰ）  基于上近似值下限的区间数排序法；

（ⅱ）  基于上近似值上限的区间数排序法 .
3）折中表示排序法：

（ⅰ）  以区间数 a的下近似的上、下限值进行折中的结果为排序值；

（ⅱ）  以区间数 a的上近似的上、下限值进行折中的结果为排序值；

（ⅲ）  以 a的上、下近似的上、下限值中任意 2组进行折中的结果为排序值 .
2.4    基于集对分析的区间数排序方法     王万军 [14−15] 利用集对分析中的联系数讨论了区间数的排序问题 . 例
如，他首先将任意的区间数转化为 [0，1]中的区间数，然后将 [0,1]中的区间数转化为集对分析中的联系数，同

时定义联系数的势，最后由联系数的势的大小对相应的区间数进行排序 . 此种排序方法步骤较多，工作量

较大 .
刘秀梅等 [16] 通过将区间数转换成集对分析中的二元联系数，据此给出了一种区间数的排序方法 .

2.5    基于向量相似度的区间数排序方法     兰继斌等 [17] 利用条件概率定义了 2个区间数之间的相似度，针对

一组区间数的排序问题，依据理想点法的思想，构造一个目标区间数，然后计算每个区间数与目标区间数之

间的相似度，相似度越大，对应的区间数越大 .
随后，陈春芳等 [18] 利用兰继斌等提炼区间数信息的思想，构造由区间数中点值和区间数半径所形成的区

间数信息向量，给出了一种基于向量相似度的区间数排序方法 . 其主要思想是对一组区间数的排序问题，先

构造相应的区间数信息向量和理想信息向量，然后由向量的范数和向量的方向定义向量的相似度，据此计算

各区间数信息向量与理想信息向量的相似度，相似度越大者，其所对应的区间数排序越大 .

a1，a2，· · ·，an ā = [max
i

a−i ，max
i

a+i ] a = [min
i

a−i ，min
i

a+i ]

2.6    基于距离测度的区间数排序方法     李霞等 [19] 定义了区间数之间的距离公式，对一组待排序的区间数

，首先确定正理想点 和负理想点 ，然后借助区间数之间的距离

公式

d2(ai，a) =
(

a−i +a+i
2
− a−+a+

2

)2

+
1
3

[(
a+i −a−i

2

)2

+

(
a+−a−

2

)2]
− 1

6
[(ai∩a)+− (ai∩a)−]2， （4）

ā a定义其排序函数，式中 a是 或 ，给出由大到小的排序规则：

由正理想点获得的排序函数值越小，表明该区间数越大；排序函数值越大，表明该区间数越小 . 由负理想

点获得的排序函数值所确定的排序规则正好相反 .
刘建等 [20] 利用区间数与理想点之间的距离定义了一种比较 2个区间数大小的优势关系 ,即与理想点的距

离小的区间数在决策中占优 .
白玉娟 [21] 利用区间数之间的偏差以及区间数的期望和宽度，给出了一种新的区间数距离公式 d（a，b），然

后采用李霞等的思想，定义待排序区间数与正理想点或负理想点之间的距离，与正理想点的距离越小，则排

序越靠前；与正理想点的距离越大，则排序越靠后 . 相应地，与负理想点的距离的情形正好相反 .
谭吉玉等 [22] 利用区间数的距离和 TOPSIS方法，定义区间数与正理想区间数的相对贴近度，相对贴近度

大者，排序位置靠前 .
2.7    基于概率分布的区间数排序方法     周光明等 [23] 将评价值视为在给定区间上服从均匀分布的随机变量，

定义其数学期望和方差分别为
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E（a）=
1
2

(a−+a+)，D(a) =
1
12

(a+−a−)2.

a > b

E(a) > E(b)

E(a) = E(b) D(a) < D(b)

然后定义区间数的优先关系 .区间数 a优于区间数 b，记为 ，当且仅当以下 2种情形之一发生：

        1） ；

        2） 且 .
3σ−

a = [a−，a+] b = [b−，b+] ξa [a−，a+]

µa =
a−+a+

2
σa =

a+−a−

6
ξa ξb

fa(t) fb(t)

张全等 [24] 将评价值视为服从以区间中点为均值的正态分布，由正态分布的 法则确定正态分布的均方

差，建立了比较区间数 ， 的可能度公式 . 设评价值 随机地落在区间 中的某个位

置，服从以区间中点为均值的正态分布，且 ， . 这里，将 、 视为独立的随机变量，

和 分别为它们的概率密度函数 . 然后分 2种情形定义区间数 a优于区间数 b的可能度 .
b−≤a−≤b+≤a+1）当 时，有

P1(a≥b) =
w a+

b+
fa(x)dx+

w b+

a−
fa(x)dx ·

w a−

b−
fb(y)dy+

w b+

a−
fa(x)

w x

a−
fb(y)dydx. （5）

a−≤b−≤b+≤a+2）当 时，有

P1(a≥b) =
w a+

b+
fa(x)dx+

w b+

b−
fa(x)

w x

b−
fb(y)dydx. （6）

再由可能度的大小完成对区间数的排序 . 此方法的难度在于可能度公式中二重积分的计算，张全等 [24] 建

议用数值分析中的 Simpson方法计算二重积分的近似值 .
3σ− a = [a−，a+] b = [b−，b+]随后，徐改丽等 [25] 根据正态分布的 原则，建立了比较区间数 ， 的可能度公式

P2(a≥b) =Φ
(
µa−µb√
σ2

a+σ
2
b

)
. （7）

Φ(t) µa σa式中 为标准正态分布的分布函数， 和 的计算方法同上 .
a = [a−，a+] b = [b−，b+] fX(x) fY (y)邱涤珊等 [26] 假定 X、Y分别为区间 ， 上的随机变量， 和 为其概率密度函数，

则定义概率可信度

P3(a≥b) =
x
x≥y

fX(x) fY (y)dxdy. （8）

P3(a≥b) > 0.5 a > b P3(a≥b) < 0.5 b > a P3(a≥b) = 0.5 a = b其排序规则为：若 ，则认为 ；若 ，则认为 ；若 ，则认为 成立 .
唐平等 [27] 通过引入二元分布函数，给出了一种区间数的排序方法，其思想与邱涤珊等大同小异 .
Kundu[28] 利用均匀分布定义了 2个用于比较区间数大小的模糊偏好关系，但该公式计算较为复杂 .

fa(x) fb(y)

a b P4(a≥b)

Ahn[29] 指出在每个区间范围内不同的取值具有不同的含义，因此，将区间数所限定的范围内的取值视为

服从具有某个概率密度函数的概率分布更为合理 . 假定 和 分别为区间数 a、b所确定的概率密度函

数，Ahn分 3种情形进行考虑，定义了 优于 的可信度 ，其计算公式如下：

b+≤a−情形 1    ，则

P4(a≥b) = 1. （9）

b−≤a−≤b+≤a+情形 2    ，则

P4(a≥b) =
w a−

b−
fb(y)dy+

w b+

a−
fb(y)dy ·

w a+

b+
fa(x)dx+

w b+

a−
fb(y)

w a+

y
fa(x)dxdy =

w a+

b+
fa(x)dx+

w b+

a−
fa(x)dx ·

w a−

b−
fb(y)dy+

w b+

a−
fa(x)

w x

a−
fb(y)dydx. （10）

b a P4(b≥a)同理， 优于 可信度 定义为

P4(b≥a) =
w b+

a−
fb(y)

w y

a−
fa(x)dxdy =

w b+

a−
fa(x)

w b+

x
fb(y)dydx. （11）
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a−≤b−≤b+≤a+情形 3    ，则

P4(a≥b) =
w a+

b+
fa(x)dx+

w b+

b−
fb(y)

w b+

y
fa(x)dxdy. （12）

b a P4(b≥a)同理， 优于 可信度 定义为

P4(b≥a) =
w b−

a−
fa(x)dx+

w b+

b−
fb(y)

w y

b−
fa(x)dxdy. （13）

fa(x) fb(y)

[a−，a+] [b−，b+]

可以看出，Ahn的思想与张全等给出的方法非常相似，只不过 Ahn建议在计算时， 和 可视为区间

和 上的均匀分布的概率密度函数，这样，二重积分的计算就变得相对简单 .

2.8    基于优势度的区间数排序方法     为了进一步区分区间数中点值相等的区间数，张吉军 [30] 给出了如下优

势度的计算公式：

P5(a≥b) =


1−1/2ρ

a+−b−

l(a)+ l(b)
−

1
2， (a+−b−)/(l(a)+ l(b))≥1/2，

1/2ρ

1
2
−

a+−b−

l(a)+ l(b)， (a+−b−)/(l(a)+ l(b)) < 1/2，

（14）

ρ > 1式中 .
进一步，谢海 [31] 指出张吉军 [30] 定义的优势度只是利用了区间数的 2个端点来计算，区间数内部的信息没

有得到充分的利用，从而导致最终决策失误的可能性 . 为此，谢海 [31] 利用 S型函数给出了如下改进的相对优

势度公式

P6(a≥b) =


1

1+ eb−−a−
， l(a) = l(b)，

1
l(a)− l(b)

ln
(

1+ ea+−b+

1+ ea−−b−

)
， l(a) , l(b).

（15）

随后，王中兴等 [32] 以反例说明式（14）对某些中点值相等的区间数仍然不能加以区分，并利用 S型函数给

出如下改进公式：

P7(a≥b) =



1
l(a)

ln
(

1+ ea+

1+ ea−

)
− 1

l(b)
ln

(
1+ eb+

1+ eb−

)
， l(a) , 0, l(b) , 0，

ea−

1+ ea−
− 1

l(b)
ln

(
1+ eb+

1+ eb−

)
， l(a) = 0, l(b) , 0，

1
l(a)

ln
(

1+ ea+

1+ ea−

)
− eb−

1+ eb−
， l(a) , 0, l(b) = 0，

ea−

1+ ea−
− eb−

1+ eb−
， l(a) = 0, l(b) = 0.

（16）

事实上，利用式（16）所得到的结果有时也违背常理 .

P7(b≥a) > 0 P7(b≥a) = −
例 2    令 a = [2.883 8，5.878 7]，b = [1.024 5，8.124 0]，因为 b的中点值大于 a的中点值，则一般会认为 b＞a，即

应有 . 但实际的计算结果却为 0.025 9<0. 这说明式（16）也是一个不科学的排序公式 .
2.9    基于可能度的区间数排序方法     基于可能度的区间数排序方法是目前应用最为广泛的一种排序方法 .
这种排序方法的基本思想是通过定义一种反映一个区间数大于另一个区间数程度的量，并以该度量为基础

导出区间数之间的排序 .

a = [a−，a+] b = [b−，b+] l(a) = a+−a− l(b) = b+−b−设 ， 为 2个区间数，令 ， ，以下是几个较为常用的可能度公式[33−40]：

P8(a≥b) =min{max
(

a+−b−

l(a)+ l(b)
，0

)
，1}; （17）

P9(a≥b) =
max{0，l(a)+ l(b)−max(0，b+−a−)}

l(a)+ l(b)
； （18）
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P10(a≥b) =max{1−max
(

b+−a−

l(a)+ l(b)
，0

)
，0}； （19）

P11(a≥b) =


1， b+ < a−，

a+−b−

l(a)+ l(b)
， b−≤a+，a−≤b+，

0, b−≥a+；

（20）

P12(a≥b) =
max{0，a+−b−}−max(0，a−−b+)}

l(a)+ l(b)
； （21）

P13(a≥b) =max{1− 1
2

max
(

(b−+b+)− (a−+a+)
l(a)+ l(b)

+1，0
)
，0}； （22）

P8(a≥b) = P9(a≥b) = P10(a≥b) = P11(a≥b) = P12(a≥b) = P13(a≥b).定理 1   

P8(a≥b) = P9(a≥b)证明：  先证 .

a−≥b+ P8(a≥b) = 1 P9(a≥b) =
max{0，l(a)+ l(b)}

l(a)+ l(b)
= 1若 ，那么 ， ，故结论成立；

a+ < b− P8(a≥b) = 0 P9(a≥b) =
max{0，0}
l(a)+ l(b)

= 0若 ，那么 ， ，此时结论成立；

a− < b+ a+≥b− a+−b− < l(a)+ l(b) P8(a≥b) =
a+−b−

l(a)+ l(b)
P9(a≥b) =

max{0，l(a)+ l(b)−b++a−}
l(a)+ l(b)

=

a+−b−

l(a)+ l(b)

若 且 ， 则 ， 于 是 ，

，此时结论成立 .

P8(a≥b) = P9(a≥b)综上，知 成立 .

P8(a≥b) = P10(a≥b) P8(a≥b) = P11(a≥b) P8(a≥b) = P12(a≥b)同理可证 ， ， .

P8(a≥b) = P13(a≥b)再证 ：

P13(a≥b) =max{1− 1
2

max
(

(b−+b+)− (a−+a+)
l(a)+ l(b)

+1，0
)
，0} =max{1− 1

2
max

(
2b+−2a−

l(a)+ l(b)
，0

)
，0} =

max{1−max
(

b+−a−

l(a)+ l(b)
，0

)
，0} = P8(a≥b).

综上，定理 1成立，  证毕 .

此外，一些学者从另外的不同角度出发，还给出了一些可能度的计算方法 [41−45]：

P14(a≥b) =
1
2

(
1+

(a+−b+)+ (a−−b−)
|a+−b+|+ |a−−b−|+ lab

)
, （23）

lab式中 表示这 2个区间相交部分的长度 . 此公式的主要特点是表达式简单，且计算结果与式（17）~（22）的结果

不同 .

P15(a≥b) =



1， a−≥b+，

a+−b+

l(a)
+

(b+−a−)(a−−b−)
l(a)l(b)

+
(b+−a−)(b+−a−)

2l(a)l(b)
， b−≤a−≤b+≤a+，

(a+−b+)
l(a)

+
(b+−b−)

2l(a)
， a−≤b−≤b+≤a+.

（24）

P15(b≥a) = 1−P15(a≥b) P15(b≥a)由 ，可确定可能度 .
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P16(a≥b) =



1， a−≥b+，

1− (b+−a−)2

2l(a)l(b)
， b−≤a−≤b+≤a+，

a++a−−2b−

2l(b)
， b−≤a−≤a+≤b+，

2a+−b+−b−

2l(a)
， a−≤b−≤b+≤a+，

(a+−b−)2

2l(a)l(b)
， a−≤b−≤a+≤b+，

0， a−≤a+≤b−≤b+.

（25）

P17(a≥b) =


1， b+ < a−，

(a+−b−)2

(a+−b−)2+ (b+−a−)2， b−≤a+,a−≤b+，

0， b−≥a+.

（26）

P18(a≥b) =


1， a−≥b+，

a+−b+

l(a)
+

b+−a−

l(a)!
· a
−−b−

l(b)
， b−≤a−≤b+≤a+，

(a+−b++a−−b−)/l(a)， a−≤b−≤b+≤a+.

（27）

P18(b≥a) = −P18(a≥b) P18(b≥a)

P18(a≥b)

由 ，可确定可能度 .式（ 27）没有考虑到区间数退化为实数的情形 . 例如，

a=3，b=[2，4]，则 无法计算 .
P9(a≥b) ∼ P18(a≥b)式（18）~（27），即 ，所确定的可能度均满足以下性质 .

a = [a−，a+] b = [b−，b+] P(·)定理 2  设 ， 为 2个区间数， 为可能度公式（18）~（27）中的任意一个，则有

0≤P(a≥b)≤11） ；

P(a≥b)+P(b≥a) = 1 P(a≥a) = 0.52） ，特别地， ；

P(a≥b) = 1 a−≥b+3） ，当且仅当 ；

P(a≥b) = 0 a+≤b−4） ，当且仅当 ；

P(a≥b)≥0.5 a−+a+≥b−+b+ P(a≥b) = 0.5 a−+a+ = b−+b+5） ，当且仅当 ，特别地， ，当且仅当 ；

P(a≥b)≥0.5 P(b≥c)≥0.5 P(a≥c)≥0.5 P(a≥c) > 0.56）若 ， ，则 . 若其中有一个不等号成立，则 .
P(a≥b) > 0.5 a > b对于区间数 a、  b，若 ，则认为 a大于 b，记为 .

a1，a2，· · ·，an利用可能度对一组区间数 进行排序，目前广为采用的是如下排序算法 [29−32， 36−45]：

Pi j = P(ai≥a j) i，j = 1，2，· · ·，n (Pi j)n×n1）先对区间数进行两两比较，求得相应的可能度 （ ），建立可能度矩阵 P= ；

λi =
1

n(n−1)

(∑n

j=1
Pi j+

n
2
−1

)
λ = (λ1，λ2，· · ·，λn)2）令 ，得到排序向量 ；

λi3）根据 的大小对区间数进行排序 .
为行文方便，我们称这种区间数排序方法为可能度矩阵行求和法 .

3    可能度矩阵行求和法的分析与改进

3.1    可能度矩阵行求和法存在的问题     
        问题 1  排序结果与可能度的含义相悖 .

a = [0，8] b = [4.8，9] c = [1，13]例 3  针对 3个区间数 ， ， 进行排序 .
P8(b≥a) = P8(c≥a) = P8(c≥b) = λ2 =

λ3 = λ2 > λ3

利用式（17），有 0.737 7，  0.650 0，  0.506 2. 构建可能度矩阵，然后对其进行求和，可得

0.371 9，  0.359 4，因此有 .

P8(·) c > b

根据可能度的含义，即张吉军 [30] 所强调的“引进可能度的本意是用可能度来刻画一个区间数大于另一个

区间数的程度”，则由 计算的结果应理解为 c大于 b,记为 ，但若按可能度矩阵行求和法进行排序，则
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b > c认为是 ，显然这样的排序结果与可能度的含义相矛盾 . 其他可能度公式所得到的排序结果也类似，这表

明：可能度矩阵行求和法作为一种排序方法的科学性需要进一步思考 .
问题 2  排序结果不满足保序性 .

d = [10，12] P8(b≥d) = 0

P8(c≥d) =0.2143 λ2 = 0.2276 λ3 = 0.2392 λ2 < λ3 c > b

例 3 利用可能度矩阵行求和法对于区间数 a、 b、 c进行排序时，得到了 b>c的结论 . 下面我们再增加

一个区间数 ,于是针对 4个区间数 a、b、 c、d进行排序 . 仍以式（17）进行分析，可得， ，

,此时 ， ，可知 ，那么由可能度矩阵行求和法，就得到 ，这说明按

照相同的排序方法却得到了与之前相反的结论 .这也表明：可能度矩阵行求和法所得到的区间数排序结果不

满足保序性，因而其科学性也需要进一步思考，类似地，利用其他可能度公式也会得到类似的结论 .
3.2    基于布尔矩阵的区间数排序方法     为了克服可能度矩阵行求和法的上述不足，李德清等 [46] 给出了一种

改进的基于可能度的区间数排序方法，并称其为基于布尔矩阵的区间数排序方法 . 其计算步骤如下：

a1，a2，· · ·，an

Pi j =P(ai≥a j) i，j = 1，2，· · ·，n P = (Pi j)n×n

1） 假 若 需 对 一 组 区 间 数 进 行 排 序 ， 先 对 区 间 数 进 行 两 两 比 较 ， 求 得 相 应 的 可 能 度

（ ），建立可能度矩阵 ；

Q = (qi j)n×n a1，a2，· · ·，an2）构造布尔矩阵 ，称 Q为区间数 的排序矩阵，其中

qi j =

 1， Pi j≥0.5，

0， Pi j < 0.5；
（28）

λi =
∑n

j=1
qi j λ = (λ1，λ2，· · ·，λn)3）令 ，得到排序向量 ；

λi4）根据 的大小对区间数进行排序 .
目前基于布尔矩阵的区间数排序方法被应用于区间值犹豫模糊元的合成算子及其排序 [47] 和加权区间值

犹豫模糊集及其群决策 [48]，均取得了良好的效果，当然，它的科学性还期待进一步的分析与研究 . 同时，区间

数的排序问题是一个永恒的话题，伴随着应用的不断深入 [49−55]，一定可以极大地丰富其相关的理论研究和应

用成果 .

4    结论

区间数排序问题是不确定性决策领域的一大研究热点，众多学者围绕着这一问题做了大量而有意义的

研究工作，取得了丰硕的研究成果 . 学者们从不同的角度和不同的研究目的出发，进行了卓有成效的探讨和

分析，所得到的排序方法各具特点，能满足不同实际问题的需要，同时也都为后续的研究提供了有益的帮助，

因此，很难说哪一种排序方法是尽善尽美的，能满足所有与区间数有关的问题的需要 . 因此有必要对现有的

区间数排序方法进行系统的梳理和总结，对具有共性的方法进行归类，以便于分析每类方法的特点和不足，

这也有助于决策者在解决实际问题的过程中选用合适的排序方法 . 本文正是从这一目的出发，对文献中的区

间数排序方法尽可能做了详尽的分析和总结，希望能为大家的研究带来一些方便和启发 . 另外，本文的一些

结果还提醒关注此问题的研究者，在给出新的区间数排序方法时，一定要与已有的方法进行比较 . 就像本文

所讨论的 6个可能度公式，以及利用概率分布得到的 2个可能度公式，都说明相关的研究者基于自己的思考

角度，做了一些形式上有所不同的有意义的工作 .
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Ranking interval numbers: a review
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Abstract　 It  is  important  to  rank  interval  numbers  in  uncertain  decision-making  field.  Ranking  methods  of
interval numbers are analyzed systematically. Rankings is classified into nine classes. Characteristics and drawbacks of
each  are  discussed.  Ranking  by  possibility  degree  widely  used  in  uncertain  multiple-attribute  decision-making  is
examined  in  some  detail.  Different  formulas  of  possibility  degree  are  presented， their  features  and  properties  are
discussed.  Six  different  possibility  formulae  are  proven  equivalent.  The  popular  methodology  of  ranking  a  set  of
interval  numbers  by  possibility  degree  matrix  is  investigated.  Result  obtained  by  this  ranking  method  is  sometimes
contrary  to  the  meaning  of  possibility  degree  or  violates  rank  preservation.  Revised  ranking  by  Boolean  matrix  is
discussed.

Keywords　interval number；rank of interval number；possibility degree；order preserving
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